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Discussion GoalsDiscussion Goals

!! Why is a test necessaryWhy is a test necessary

!! NERSC’sNERSC’s Effective System Performance (ESP) test Effective System Performance (ESP) test
frameworkframework

!! Initial reference implementationInitial reference implementation

!! Results to dateResults to date
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Three Steps to getting effective systemsThree Steps to getting effective systems

1) 1) Determine primary indicators (metrics) that are mostDetermine primary indicators (metrics) that are most
meaningfulmeaningful

"" Set target goalsSet target goals

"" Goals need to be integrated - service metrics as well asGoals need to be integrated - service metrics as well as
system metricssystem metrics

2) Manage systems/methods and measure performance towards2) Manage systems/methods and measure performance towards
goalsgoals

3) Establish ways to predict performance of new3) Establish ways to predict performance of new
systems/methodssystems/methods

"" Before purchase or during evolution of systemBefore purchase or during evolution of system
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NERSC is now focusing on the third stepNERSC is now focusing on the third step

!! NERSC established effective goals and managed towards themNERSC established effective goals and managed towards them
for systems and services since 1996for systems and services since 1996

"" Goals established yearly in a formal process with users andGoals established yearly in a formal process with users and
stake holdersstake holders

"" All goals have primary indicator metricsAll goals have primary indicator metrics

▼▼ Many additional metrics and data used as wellMany additional metrics and data used as well

"" Goals cover systems and servicesGoals cover systems and services

!! NERSC is doing well in meeting and/or exceeding metrics.NERSC is doing well in meeting and/or exceeding metrics.

"" Metrics change (and typically targets get higher) as theyMetrics change (and typically targets get higher) as they
are consistently metare consistently met

!! NERSC-3 experience indicates we can and should develop aNERSC-3 experience indicates we can and should develop a
priority measures to predict how effectively “ultra-scale”priority measures to predict how effectively “ultra-scale”
systems can be.systems can be.
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Traditional Benchmarking ApproachTraditional Benchmarking Approach

!! Traditional Benchmarks consist ofTraditional Benchmarks consist of

"" Dedicated System TestsDedicated System Tests

▼▼ Some “de facto” standard simple CPU performanceSome “de facto” standard simple CPU performance
teststests

➘➘ e.g. LINPACK, SPEC, NPBe.g. LINPACK, SPEC, NPB

▼▼ Maybe a small number of pseudo-applicationsMaybe a small number of pseudo-applications

➘➘ Mostly limited problem sets for reproducibilityMostly limited problem sets for reproducibility

➘➘ Maybe some application Maybe some application kernalskernals

▼▼ An I/O testAn I/O test

➘➘ Disk, maybe internal and external networkDisk, maybe internal and external network

"" Sometimes includes a structured throughput workload testSometimes includes a structured throughput workload test
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!! Integrated System functionIntegrated System function

"" Jobs with varying degrees of CPU, Memory and I/OJobs with varying degrees of CPU, Memory and I/O
requirementsrequirements

!! Random mixes of jobsRandom mixes of jobs

!! System Administration/Resource ManagementSystem Administration/Resource Management

!! System behaviorSystem behavior

!! UseabilityUseability

!! Slowdown Slowdown vs vs Utilization.Utilization.

What the Traditional Approach
 Does Not Measure



      Supercomputing 99-Portland
194

Evolution of T3E UtilizationEvolution of T3E Utilization

M PP Charging and Usage

y = 2024.5Ln(x) - 706.37
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Impact of Increased EffectivenessImpact of Increased Effectiveness

!! Why spend the effort to increase efficiencyWhy spend the effort to increase efficiency

!! Increasing efficiency from 80% to 90%Increasing efficiency from 80% to 90%

"" 644 PE running at 90% is the equivalent of  725 PE running at644 PE running at 90% is the equivalent of  725 PE running at
80%80%

"" 81 PE are needed to make up the difference81 PE are needed to make up the difference

"" PE costs ~$50,000 list, $25,000 discountedPE costs ~$50,000 list, $25,000 discounted

!! Increased effectiveness is equal to $2M in increased hardwareIncreased effectiveness is equal to $2M in increased hardware

!! Over 18 months, effectiveness increase from ~55% to ~90% - aOver 18 months, effectiveness increase from ~55% to ~90% - a
value of $10.25Mvalue of $10.25M

"" In essence this almost the same as Moore’s Law improvements inIn essence this almost the same as Moore’s Law improvements in
price performance.price performance.
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Why Systems ImproveWhy Systems Improve

!! Additional system management tools are made available by theAdditional system management tools are made available by the
vendor and/or sites.vendor and/or sites.

!! Existing system management tools become more effective andExisting system management tools become more effective and
robust.robust.

!! The user workload stabilizes.The user workload stabilizes.

!! Users learn how to adjust their jobs to best utilize the system.Users learn how to adjust their jobs to best utilize the system.

!! System managers learn how to schedule the user workload andSystem managers learn how to schedule the user workload and
to best use the available system management tools.to best use the available system management tools.

!! Compilers, I/O and other system software facilities improve.Compilers, I/O and other system software facilities improve.
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Integrated Resource ManagementIntegrated Resource Management

!! CPU scheduling could be considered solvedCPU scheduling could be considered solved

"" Successful implementationsSuccessful implementations

▼▼ Gang SchedulingGang Scheduling

▼▼ Priority SchedulingPriority Scheduling

▼▼ Share SchedulingShare Scheduling

"" CPU is no longer the only expensive item in a systemCPU is no longer the only expensive item in a system

"" Remaining problem is one of firm requirements, not researchRemaining problem is one of firm requirements, not research

!! Memory Scheduling a critical factorMemory Scheduling a critical factor

"" Memory hierarchy is very complex and will increase in complexityMemory hierarchy is very complex and will increase in complexity

"" Model of memory scheduling is still essential the simple SMPModel of memory scheduling is still essential the simple SMP

"" Not even syntax to describe requirements of a jobNot even syntax to describe requirements of a job

"" Memory scheduling is not integrated with CPU schedulingMemory scheduling is not integrated with CPU scheduling

!! Communication InterconnectCommunication Interconnect

!! File SystemsFile Systems

!! NetworkNetwork

"" Quality of Service integrationQuality of Service integration
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Peak Measures Do NOT IndicatePeak Measures Do NOT Indicate
a System is Effective for Sciencea System is Effective for Science

!! Peak Operations/sec is a very misleading measure of system performancePeak Operations/sec is a very misleading measure of system performance

"" Says nothing about how much performance can be applied to  scientific codesSays nothing about how much performance can be applied to  scientific codes

!! Percent of Peak Performance achieved varies widelyPercent of Peak Performance achieved varies widely

"" T3E as an exampleT3E as an example

▼▼ 644 processors at 900 Mflop/s PE = 580 Gflop/s Peak644 processors at 900 Mflop/s PE = 580 Gflop/s Peak

▼▼ NPB measured 29.6 Gflop/s for the systemNPB measured 29.6 Gflop/s for the system

➘➘ ~46 MFlop/s/PE~46 MFlop/s/PE

➘➘ 5.1% of peak5.1% of peak

▼▼ Studies of major NERSC applications indicate system is about 67 Gflop/sStudies of major NERSC applications indicate system is about 67 Gflop/s

➘➘ ~104 MFlop/s/PE~104 MFlop/s/PE

➘➘ 11.6% of peak11.6% of peak

▼▼ Gordon Bell prize winning code LSMS was 256 Gflop/sGordon Bell prize winning code LSMS was 256 Gflop/s

➘➘ ~398 MFlop/s/PE~398 MFlop/s/PE

➘➘ 44.1 % of peak44.1 % of peak
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Peak System Performance MeasurePeak System Performance Measure

!! Peak performance of only thePeak performance of only the
number of nodes dedicated number of nodes dedicated        to to
computationcomputation

"" 256 in Phase 1256 in Phase 1

"" 128 in Phase 2128 in Phase 2

!! Vendor projections are 21.6Vendor projections are 21.6
Gflop/s  per node as a  minimumGflop/s  per node as a  minimum
in phase 2in phase 2
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Sustained System Performance MeasureSustained System Performance Measure

!! NPBs are a tough but honestNPBs are a tough but honest
measure for vendorsmeasure for vendors

"" NPBs indicate T3E is a 30NPBs indicate T3E is a 30
GFlop/s system yet Gordon BellGFlop/s system yet Gordon Bell
prize code runs at >250 GFlop/sprize code runs at >250 GFlop/s

"" NPBs typically indicate theNPBs typically indicate the
lower level of what a good codelower level of what a good code
should getshould get

!! Vendor projections are <130Vendor projections are <130
Gflop/s but they committed to meetGflop/s but they committed to meet
this measurethis measure

"" by faster CPUs,by faster CPUs,

"" earlier delivery of Phase 2a/bearlier delivery of Phase 2a/b

"" more CPUsmore CPUs

NPB Average > 155 Gflop/s 
5.6 Tflop/s-months 
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Sustained System Performance a good incentiveSustained System Performance a good incentive

!! Estimates the amount scientificEstimates the amount scientific
computation that can really becomputation that can really be
delivered over time for a systemdelivered over time for a system
of a constant effectivenessof a constant effectiveness

"" Peak performance isPeak performance is
misleadingmisleading

"" Indicate the lower level ofIndicate the lower level of
what a good code should getwhat a good code should get

!! Motivated earlier delivery ofMotivated earlier delivery of
technologytechnology

"" but only when it can bebut only when it can be
measured and is usable bymeasured and is usable by
scientific codesscientific codes

Peak and Sustained System Performance for 
batch compute nodes 

0

50

100

150

200

250

300

350

400

1 5 9 13 17 21 25 29 33

Months from installation

N
P

B
 G

Fl
op

/s

0

0.5

1

1.5

2

2.5

3

P
ea

k 
TF

lo
p/

s

NPB System Gflop/s  Peak System Tflop/s



      Supercomputing 99-Portland
202

Benchmark ResultsBenchmark Results
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Need for a New Metric -Not justNeed for a New Metric -Not just
GflopGflop/s but Effectiveness/s but Effectiveness

!! Maximum CPU Utilization (ala GAO) is the morale equivalent to PeakMaximum CPU Utilization (ala GAO) is the morale equivalent to Peak
PerformancePerformance

"" Provides no insight into how well a system is run or how effective it is.Provides no insight into how well a system is run or how effective it is.

!! The ultimate measure is how much science is accomplished with theseThe ultimate measure is how much science is accomplished with these
systems - but no one knows how to measure thatsystems - but no one knows how to measure that

!! Why do we use peak CPU?Why do we use peak CPU?

"" HistoryHistory

▼▼ Useful when the CPU was the only major expenseUseful when the CPU was the only major expense

▼▼ Easy to maximize with traditional CRAY systemsEasy to maximize with traditional CRAY systems

"" So simple, and so uninformativeSo simple, and so uninformative

"" It is hard to measure the really important thingsIt is hard to measure the really important things

!! Why it persistsWhy it persists

"" We never defined anything betterWe never defined anything better
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New MetricNew Metric

!! We offset misleading Peak Performance with real benchmarksWe offset misleading Peak Performance with real benchmarks

"" How much effort goes into benchmarkingHow much effort goes into benchmarking

"" We do nothing to offset CPU maximum utilizationWe do nothing to offset CPU maximum utilization

!! We should be able to offset misleading CPU utilization with other measuresWe should be able to offset misleading CPU utilization with other measures

"" Expected useExpected use

▼▼ Determine function of the system and then measure how well it meetsDetermine function of the system and then measure how well it meets
functionfunction

▼▼ Given function, determine how much CPU time is maximumGiven function, determine how much CPU time is maximum

"" UsabilityUsability

▼▼ Throughput measuresThroughput measures

"" Total system usage (CPU/Memory/Disk)Total system usage (CPU/Memory/Disk)

"" Peak vs overallPeak vs overall
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System MeasuresSystem Measures
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Combining MeasuresCombining Measures

!! PerformancePerformance

"" How much scientific work can be done for a given quantumHow much scientific work can be done for a given quantum
of CPU timeof CPU time

▼▼ Peak Flop/sPeak Flop/s

▼▼ Measured Flop/sMeasured Flop/s

!! EffectivenessEffectiveness

"" How many quanta of CPU time can be made available toHow many quanta of CPU time can be made available to
scientific programs over a fixed time periodscientific programs over a fixed time period

▼▼ CPU time billed vs. theoretical timeCPU time billed vs. theoretical time

➘➘ e.g. GAO Report from 1997e.g. GAO Report from 1997
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Combining MeasuresCombining Measures

!! Needed an innovative test to set goals for improving systemNeeded an innovative test to set goals for improving system
effectivenesseffectiveness
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The Effective System PerformanceThe Effective System Performance
(ESP) Framework(ESP) Framework

!! The Concept is to simulate “A day in the life of a MPP”The Concept is to simulate “A day in the life of a MPP”

!! The Effective System Performance (ESP) test is being developedThe Effective System Performance (ESP) test is being developed
nownow

!! The goal is to have a measure the predicts effectiveness rather thanThe goal is to have a measure the predicts effectiveness rather than
just measures levels of utilization after the factjust measures levels of utilization after the fact

"" Before systems are purchasedBefore systems are purchased

"" Evaluate system designs before design and implementationEvaluate system designs before design and implementation

"" Evaluate system changes before implementationEvaluate system changes before implementation



      Supercomputing 99-Portland
209

The Effective System PerformanceThe Effective System Performance
 (ESP) Measure (ESP) Measure

!! Designed to evaluate systems for overall effectiveness independent ofDesigned to evaluate systems for overall effectiveness independent of
single processor performancesingle processor performance

!! Looks at overall systemLooks at overall system

"" Hardware (CPU, memory, disk), software, system managementHardware (CPU, memory, disk), software, system management
functionalityfunctionality

!! Came from trying to prioritize all the possible approaches of improvingCame from trying to prioritize all the possible approaches of improving
IBM system software for NERSC-3IBM system software for NERSC-3

"" Not clear what was the best tradeoff until experiment can beNot clear what was the best tradeoff until experiment can be
performedperformed

"" Composite tests are more amenable to vendorsComposite tests are more amenable to vendors

!! Being designed as a general framework as well as a specific test forBeing designed as a general framework as well as a specific test for
NERSC-3/4-5NERSC-3/4-5
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ESP GoalsESP Goals

!! Determine how well an existing system supports a particularDetermine how well an existing system supports a particular
scientific workloadscientific workload

!! Assess systems for that workload before purchaseAssess systems for that workload before purchase

!! Provide quantitative information regarding system enhancementsProvide quantitative information regarding system enhancements

!! Compare different systems on a single workload or disciplineCompare different systems on a single workload or discipline

!! Compare system-level performance on workloads derived fromCompare system-level performance on workloads derived from
different disciplinesdifferent disciplines

!! Compare  different systems for different workloadsCompare  different systems for different workloads
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ESP FrameworkESP Framework
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ESPESP

!! Test uses a MIX of NERSC test codes, that run in a random order, testingTest uses a MIX of NERSC test codes, that run in a random order, testing
standard system scheduling.  There are also Full Configuration codes, I/Ostandard system scheduling.  There are also Full Configuration codes, I/O
tests and typical System Administration activitiestests and typical System Administration activities..

"" Baseline set on SP after Phase 1 acceptanceBaseline set on SP after Phase 1 acceptance

!! Expected yearly improvement, independent of hardware and compilerExpected yearly improvement, independent of hardware and compiler
optimization improvementsoptimization improvements

!! The test measures both how much and how often the system can doThe test measures both how much and how often the system can do
scientific workscientific work

M i x M i x M i xF C S h u t d o w n F C

B o o t

S t a r t E n d

E l a p s e d  T i m e  ( E T )
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Results to DateResults to Date

As of October 1, 1999As of October 1, 1999
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NERSC ESP Development StepsNERSC ESP Development Steps

!! Determine the right job mixDetermine the right job mix

"" Set up simulation to try different ideasSet up simulation to try different ideas

▼▼ Job size, length, I/O, memory interactionsJob size, length, I/O, memory interactions

▼▼ Deterministic vs. randomDeterministic vs. random

➘➘ Whether results should be completely reproducibleWhether results should be completely reproducible

▼▼ Determine whether to include interactiveDetermine whether to include interactive

!! Determine how to submit work to the systemDetermine how to submit work to the system

"" All at first, chained, block submissions, random trickleAll at first, chained, block submissions, random trickle

"" How to include shutdown and bootHow to include shutdown and boot

!! Create scripts and applications and baselineCreate scripts and applications and baseline

!! Do validation runs - start on T3EDo validation runs - start on T3E

"" Validate against accounting dataValidate against accounting data

!! Run on SP to set baselineRun on SP to set baseline

!! Run ESP with each system improvementRun ESP with each system improvement

!! Tune test with experienceTune test with experience
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Simulation StudiesSimulation Studies

!! Predicts the expected performance and sensitivity of workloadsPredicts the expected performance and sensitivity of workloads

!! Simulates different workload mixesSimulates different workload mixes

!! Establishes the best case scheduling estimatesEstablishes the best case scheduling estimates

"" First Come First Serve, Best Fit First, Backfill,First Come First Serve, Best Fit First, Backfill,
Checkpoint/restart, gang schedulingCheckpoint/restart, gang scheduling

!! Helps determine the impact of system functionsHelps determine the impact of system functions

!! Helps determine the impact of scheduling methodsHelps determine the impact of scheduling methods

!! Helps determine submission tradeoffsHelps determine submission tradeoffs

!! Estimate results until sufficient systems can be testedEstimate results until sufficient systems can be tested
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Simulation ResultsSimulation Results

 E f f i c i e n c y E f f i c i e n c y

Schedule StrategySchedule Strategy All at t=0     Dribble     Block      Chain20    Chain30All at t=0     Dribble     Block      Chain20    Chain30

Next fit firstNext fit first    1.27           1.29           1.30          1.39            1.29   1.27           1.29           1.30          1.39            1.29

Min processor firstMin processor first    1.25             1.28             1.25             1.28             1.29          1.29            1.40          1.27 1.40          1.27

Max processor firstMax processor first    1.21              1.21              1.28           1.28             1.31           1.41          1.26 1.31           1.41          1.26

Min time firstMin time first    1.19            1.31           1.34          1.39            1.30   1.19            1.31           1.34          1.39            1.30

Max time firstMax time first    1.06            1.18           1.22          1.39            1.19   1.06            1.18           1.22          1.39            1.19

Efficiency = simulated time / optimum time, averaged over 100 runsEfficiency = simulated time / optimum time, averaged over 100 runs

Based on these results, we prefer multiple blocks of submissions.Based on these results, we prefer multiple blocks of submissions.
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ESP Simulation ResultsESP Simulation Results

!! Simulation Results using best fitSimulation Results using best fit

"" Theoretical Best TimeTheoretical Best Time 4.04 Hours4.04 Hours

"" No Back fill, No C/RNo Back fill, No C/R 8.288.28

"" Back fill, No C/RBack fill, No C/R 7.357.35

"" Back fill with C/RBack fill with C/R 4.814.81

"" Gang Scheduling Gang Scheduling 4.724.72

(2 time over subscription, time slice = 1000 sec)(2 time over subscription, time slice = 1000 sec)

!!  System Costs not accounted System Costs not accounted

"" I/O overhead, processors fragmentation, swappingI/O overhead, processors fragmentation, swapping
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NERSC WorkloadNERSC Workload

CodeCode     Number ofNumber of IndividualIndividual PercentPercent

NameName DisciplineDiscipline     of CPUsof CPUs InstancesInstances T3E timeT3E time of totalof total

gfft             gfft             Large FFTLarge FFT           512512       2      2     30.5    30.5   0.42  0.42

mdmd ChemistryChemistry                8 8       4      4 1208.01208.0   0.52  0.52

mdmd            24 24      3     3   602.7  602.7   0.58  0.58

nqclargenqclarge ChemistryChemistry                 88       2      2 8788.08788.0   1.89  1.89

nqclargenqclarge             1616       5      5 5879.65879.6   6.32  6.32

paratecparatec Material science Material science         256256       1      1   746.0  746.0   2.57  2.57

qcdsmallqcdsmall Nuclear physicsNuclear physics    128   128       1      1 1155.01155.0   1.99  1.99

qcdsmallqcdsmall    256   256       1      1   591.0  591.0   2.03  2.03

scf scf ChemistryChemistry          32 32       7      7 3461.13461.1 10.4210.42

scfscf      64     64     10    10 1751.91751.9 15.0815.08

scfdirectscfdirect ChemistryChemistry      64     64       7      7 5768.65768.6 34.7534.75

scfdirectscfdirect      81     81       2      2 4578.04578.0   9.97  9.97

superlusuperlu Linear algebraLinear algebra              8 8     15    15   288.3  288.3   0.47  0.47

tlbebigtlbebig FusionFusion      16     16       2      2 2684.52684.5   1.16  1.16

tlbebigtlbebig      32     32       6      6 1358.31358.3   3.51  3.51

tlbebigtlbebig              49     49       5      5   912.0  912.0   3.00  3.00

tlbebigtlbebig      64     64       8      8   685.8  685.8   4.72  4.72

tlbebigtlbebig    128   128       1      1   350.0  350.0   0.60  0.60

Table 1: The Mix SuiteTable 1: The Mix Suite
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NERSC-3 ESPNERSC-3 ESP

!! 80 applications, 2 FC jobs80 applications, 2 FC jobs

!! Job submission - randomly selectedJob submission - randomly selected

"" Time 0 minutes - jobs submitted to be twice the number ofTime 0 minutes - jobs submitted to be twice the number of
CPUs as system hasCPUs as system has

"" Time 10 minutes - more jobs submitted until at least theTime 10 minutes - more jobs submitted until at least the
number of CPUs the system hasnumber of CPUs the system has

"" Time 20 minutes - all other jobs submittedTime 20 minutes - all other jobs submitted

"" Time 24 minutes - first FC job submitted - to run ASAPTime 24 minutes - first FC job submitted - to run ASAP

"" Time 180 minutes - second FC job submittedTime 180 minutes - second FC job submitted
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T3E ResultsT3E Results

!! First run with original simple job schedulingFirst run with original simple job scheduling

"" Two queuesTwo queues

▼▼ One for all none FC jobs, One for two FC jobsOne for all none FC jobs, One for two FC jobs

"" First Fit schedulingFirst Fit scheduling

"" Allowed gang scheduling (2 time over allocated)Allowed gang scheduling (2 time over allocated)

!! Simple scheduling similar to the scheduling (without gangSimple scheduling similar to the scheduling (without gang
scheduling) for early part of T3E profilescheduling) for early part of T3E profile

"" Actual measured utilization was 63.9% after the first 30 daysActual measured utilization was 63.9% after the first 30 days

▼▼ included approximately 8 hours of down time a week - 5%included approximately 8 hours of down time a week - 5%
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T3E ResultsT3E Results

!! ESP TestESP Test

"" Number of processors 512Number of processors 512

"" Sum of run times 7,437,476 seconds for all jobsSum of run times 7,437,476 seconds for all jobs

"" Elapsed time - 20,739 second without system shutdownElapsed time - 20,739 second without system shutdown

"" Average system shutdown recorded - 2,100 secondsAverage system shutdown recorded - 2,100 seconds

!! Effectiveness compares will with actual utilization dataEffectiveness compares will with actual utilization data

"" 66.8% Effectiveness with system shutdown66.8% Effectiveness with system shutdown

"" 74.0% Effectiveness without system shutdown74.0% Effectiveness without system shutdown
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T3E ResultsT3E Results

!! Workload ran correctly and in a reasonable time!Workload ran correctly and in a reasonable time!

!! BFF pushed large jobs to the end, small jobs firstBFF pushed large jobs to the end, small jobs first

"" Job starvation at the end of testJob starvation at the end of test

"" FC jobs ran appropriately  (when they were supposed to)FC jobs ran appropriately  (when they were supposed to)

!! Details of test raise more questionsDetails of test raise more questions

"" Gang scheduling may harm effectiveness (at least for singleGang scheduling may harm effectiveness (at least for single
processor processor MPPsMPPs))

"" Checkpoint/Restart may be more effectiveCheckpoint/Restart may be more effective

"" How to end test (deal with tail)How to end test (deal with tail)
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Other StepsOther Steps

!! Add explicit I/O Load to testAdd explicit I/O Load to test

!! Simulate more accurate user behaviorSimulate more accurate user behavior

"" Submit a job that abortsSubmit a job that aborts

"" Submit jobs with inaccurate ROM timesSubmit jobs with inaccurate ROM times

!! Run test with current scheduling methods on T3ERun test with current scheduling methods on T3E

!! Determine how to accurately incorporate interactive loadDetermine how to accurately incorporate interactive load

!! Run baseline on NERSC-3Run baseline on NERSC-3

!! Determine proper stopping criteriaDetermine proper stopping criteria

"" Minimize end of test idle (real systems always have more work)Minimize end of test idle (real systems always have more work)

!! Move to a generalized frameworkMove to a generalized framework

"" Evaluate more systemsEvaluate more systems
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THE ESP FRAMEWORKTHE ESP FRAMEWORK
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Going to General  FrameworkGoing to General  Framework

!! Fine tune ESP implementationFine tune ESP implementation

!! Incorporate the ability to use other workload applicationsIncorporate the ability to use other workload applications

!! Investigate feasibility of adding more “common” testsInvestigate feasibility of adding more “common” tests

!! Run test on more architecturesRun test on more architectures

!! Determine ways to normalize resultsDetermine ways to normalize results

"" Different sizes of systemsDifferent sizes of systems

"" Different system typesDifferent system types

"" Different workloads/applicationsDifferent workloads/applications

!! Improve test to prevent “gaming”Improve test to prevent “gaming”

!! Write specific rulesWrite specific rules

"" Framework may be a “pen and paper test”Framework may be a “pen and paper test”

▼▼ See if there can be a reference implementationSee if there can be a reference implementation
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Ways to Improve EffectivenessWays to Improve Effectiveness

!! Decrease overhead in starting jobsDecrease overhead in starting jobs

"" MPI/Batch Launch timesMPI/Batch Launch times

!! Improve functionalityImprove functionality

"" System Wide Checkpoint RestartSystem Wide Checkpoint Restart

"" Improve schedulingImprove scheduling

"" Coordinated prioritiesCoordinated priorities

!! Improve shutdown and start up timesImprove shutdown and start up times

!! Improve ability for system upgradesImprove ability for system upgrades

!! Etc.Etc.
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SummarySummary

!! Effective system determination is extremely important in ourEffective system determination is extremely important in our
cost conscious worldcost conscious world

"" Both before and after purchaseBoth before and after purchase

!! NERSC is implementing an ESP test to determine and compareNERSC is implementing an ESP test to determine and compare
how effective large systems arehow effective large systems are

!! This or similar methods will be used to project effectiveness andThis or similar methods will be used to project effectiveness and
thereby influence vendorsthereby influence vendors

!! NERSC has discussed this idea with several vendors and all sayNERSC has discussed this idea with several vendors and all say
this is the right thing to do and indicate willingness to considerthis is the right thing to do and indicate willingness to consider
participatingparticipating

"" IBM committed to specific goals for NERSC-3IBM committed to specific goals for NERSC-3
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ConclusionsConclusions
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ConclusionsConclusions

!! To be effective, a 21st Century facility must have capability systems andTo be effective, a 21st Century facility must have capability systems and
be an intellectual leader for large scale sciencebe an intellectual leader for large scale science

!! Over the past several years, the fundamental methods of modeling haveOver the past several years, the fundamental methods of modeling have
been proven to run in parallel effectively on hundreds of processorsbeen proven to run in parallel effectively on hundreds of processors

!! With the correct architectures, very high quality service and efficiency canWith the correct architectures, very high quality service and efficiency can
be delivered in a highly parallel environmentbe delivered in a highly parallel environment

!! Running the systems and facilities of the future with the methods of theRunning the systems and facilities of the future with the methods of the
past will not workpast will not work

!! Change will occur with increasing frequency so a site must create theChange will occur with increasing frequency so a site must create the
infrastructure for easily accommodating changeinfrastructure for easily accommodating change

!! A facility must use its excellent staff and influence to expand its role withA facility must use its excellent staff and influence to expand its role with
new initiatives and expansion of projectsnew initiatives and expansion of projects


